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Cloud Security Maturity 
Framework: Best practices to 
operationalize cloud security



Cloud is the biggest transformation 
security has experienced

New 
environment

New risks New ownership model

How do I get visibility 
into my environment?

How do I prioritize the real risks 
and eliminate the noise?

How do I ingrain 
security into our teams?



We've tried different approaches for over a decade

 Native tools
per cloud

 Extend solutions
from on-prem

 Siloed, point
solutions

Build it yourself



Unified platform for the modern cloud security operating model

SOCVuln MgmtCloud SecurityGRCDevOps/ITDev IR

Agentless visibility & risk
prioritization that proactively
reduces the attack surface

Wiz Cloud
Manage Security Posture

Wiz Runtime
Respond to Cloud Threats

Cloud events and lightweight 
eBPF-based sensor to protect workloads 

from unfolding threats as a last line of 
defense

Secure every stage of your SDLC to gain 
visibility & prevent risks in code, 
pipeline, registries and images

Wiz Code
Secure Cloud Development

Remediate anywhere Cloud to Code Build securely by design with Code to Cloud guardrails



Taken from thousands of customers including 40% of the Fortune 100 

Introducing the Cloud Security Maturity 
Framework

Best practices from customers



Gain Visibility Respond to ThreatsDevelop SecurelyDemocratize SecurityReduce Critical Risk

5: Complete multi-cloud 
visibility

3: Agent-based visibility or 
single cloud/account visibility

1: No visibility

5: Remove critical risks 
across clouds

3: Remove critical risks from a 
single cloud/architecture

1: Risk reduction programs in 
single domains

5: Dev teams self-service 
remediate issues and 
maintain compliance

3: Security sends issues to 
developers and developers 
remediate

1: Security is fully owned by 
security teams

Cloud Security Maturity 
Framework



Complete 
multi-cloud 
visibility

Best practice: Scan the 
cloud without agents for 
full visibility across:

• Cloud
• Orchestration
• Serverless
• Containers
• VMs
• PaaS



Visibility into risks 
across cloud

• Misconfigurations
• Vulnerabilities
• Malware
• Sensitive data
• External exposure
• Excessive permissions
• Exposed secrets
• Lateral movement
• AI risks
• Novel vulnerabilities and 

attacks
• Business impact



Visibility into 
critical attack 
paths that need 
to be prioritized



Best practice: Focus on fixing toxic combinations

Internet exposure

Vulnerability
CVSS

Cloud IdentityKubernetes 
Service 
account

Kubernetes 
Cluster

Container

Database PII

Externally exposed 
resource

Critical network vuln 
with known exploit

Non-human identity 
with excessive 

permissions

Access to sensitive 
data

Lateral Movement

Initial access

02  Vulnerabilities

Critical CVE

03  CIEM

Admin permissions, which are 

excessive

04  DSPM

Sensitive PII data found in a 

database

01  CSPM

Workload with a public IP (doesn’t 

equal external exposure) 



Best practice: Focus on fixing toxic combinations

Internet exposure

Vulnerability
CVSS

Cloud IdentityKubernetes 
Service 
account

Kubernetes 
Cluster

Container

Database PII

Externally exposed 
resource

Critical network vuln 
with known exploit

Non-human identity 
with excessive 

permissions

Access to sensitive 
data

Lateral Movement

Initial access

02  Vulnerabilities

Critical CVE

03  CIEM

Admin permissions, which are 

excessive

04  DSPM

Sensitive PII data found in a 

database

01  CSPM

Workload with a public IP (doesn’t 

equal external exposure) 



Risk-based approach to vulnerability management in the cloud

1. Raw Scan 2. Threat 
    Intelligence

3. Likelihood 4. Impact

Vulnerabilities

26K
Critical and High 
vulnerabilities

Publicly exposed container with 
validated critical network 
vulnerabilities, known exploit in 
runtime, and access to sensitive data

2.4K
Vulnerabilities with 
a public exploit

23
Vulnerable resources 
with public network 
exposure

9
Vulnerable and exposed 
resources with access to 
crown jewels

  5. Actionable for 
the business



Best practice: Zero-day response to high profile threats

Automated Threat Center to show the Zero-day indicators of the Emerging 

threats you need to pay attention to, including CISA, CERT-EU, and private 

research.



Security team: central visibility and 
control  

Self-service

Dev team a Dev team b AI team c

Best Practice: 
Make cloud security a team sport

Democratization checklist:

✔ Answer the “so what” question

✔ Visualize for clarity

✔ Support by evidence

✔ Clear remediation description

✔ Provided remediation code

✔ Automation & workflow ready

✔ Code context for cloud-natives



Democratize
security visibility

Determine 
cloud ownership by 
team



Automate so dev 
teams can 
self-serve

Embed automation 
into existing dev 
workflows
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“Wiz allows us to achieve our 
philosophy of how to 
democratize security – 
scaling the cybersecurity 
team's reach through 
technology.”

Melody Hildebrandt

CIO,
FOX Corp

“So I don't even need to ship 
these reports to people. I 
just give the team access to 
the tool and we're able to 
watch them burn [risks] it 
down to zero.”

Steven Craig

Senior Director, Cloud Center of Excellence,
Hearst Enterprise Technology



8hrs
for an unsecured and 
exposed DB to be breached

50%

of companies have at least
one database or storage 
bucket exposed to the internet

70%
of cloud environments 
already use cloud AI 
services

average cost of 
a data breach$5M

According to TechTarget research

According to Wiz's State of the Cloud 2023 report
According to IBM’s Cost of a 
Data Breach Report 2022

According to Wiz's State of AI 2024 report

Securing data and AI development in cloud is a difficult and costly 
problem



Best practice: Continuously discover sensitive data and reduce its risk

Establish broad discovery

• Discover PII, PHI, PCI, and secrets across your cloud 

estate

• Leverage CNAPP to scan any cloud, any 

architecture

Prioritize critical data exposure

• Remove external exposure via network or identity 

• Ensure access governance to continuously reduce 

broad internal exposure

Automate compliance assessments

• Continuously assess compliance to ensure 

standards are consistent across the cloud



State of AI Report by Wiz Research(1): AI is already here.
70% of cloud environments already use cloud AI services

(1) Wiz Research, January 2024, https://www.wiz.io/blog/key-findings-from-the-state-of-ai-in-the-cloud-report-2024



Best Practice: Secure AI data by tracing the pipeline

End-to-end AI pipeline visibility

• Detect every resource in AI pipelines, from 

machines hosting training jobs to data stores

Deep risk analysis in AI pipelines

• Identify AI vulnerabilities, misconfigurations, 

permissions, data, secrets, and network exposure

• Scan AI Models like you would scan any container 

image

Remove critical attack paths to AI models

• Prioritize and proactively fix the risks that create 

attack paths to sensitive data

Read more: https://www.wiz.io/blog/wiz-releases-model-scanning



Gain Visibility Respond to ThreatsDevelop SecurelyDemocratize SecurityReduce Critical Risk

5: Complete multi-cloud 
visibility

3: Agent-based visibility or 
single cloud/account visibility

1: No visibility

5: Remove critical risks 
across clouds

3: Remove critical risks from a 
single cloud/architecture

1: Risk reduction programs in 
single domains

5: Dev teams self-service 
remediate issues and 
maintain compliance

3: Security sends issues to 
developers and developers 
remediate

1: Security is fully owned by 
security teams

Cloud Security Maturity 
Framework

5: Implement hardened golden 
pipelines to reduce drift

3: Implement policies in a 
limited number of pipelines

1: Developer ownership of 
apps and infrastructure 
known or partially known



Code

 Developers ship code using 
IDEs and store it in Version 

Control Systems (VCS)

Build/CI

Code is compiled, tested, and 
integrated automatically

Store & Deploy

Artifacts are stored in 
repositories and deployed 

across environments

Run in the Cloud

The application runs on cloud 
infrastructure

Goal:

Same scanners & policies,
implemented across the SDLC,
preventing known bad behaviors

SecretsIaC Configuration

Sensitive DataVulnerability (SCA)

Image Trust & 
supply chain

SBOM

SDLC 
Security 
Posture

Code 
Repository 

Scans

SDLC 
Detection 

& 
Response

Shift-left security posture2

Gearing to the left: Build securely by design

DevOps & SREDevelopers AppSec/DevSecOps Cloud Security

  Enforce secure-by-design

Secure 
Coding in 

IDEs

CI/CD 
Guardrails

PR Scan & 
Automated 

Code Fix

3

Code-to-
Cloud 

Resource 
Graph

In-code 
remediatio

n  for 
Cloud 

Resources

Cloud 
Impact of 

Code 
Changes

Accelerate cloud remediation 
with context1



Gain Visibility Respond to ThreatsDevelop SecurelyDemocratize SecurityReduce Critical Risk
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3: Agent-based visibility or 
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1: No visibility
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5: Dev teams self-service 
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maintain compliance

3: Security sends issues to 
developers and developers 
remediate

1: Security is fully owned by 
security teams

Cloud Security Maturity 
Framework

5: Automate cloud-native 
SOC workflows

3: Implement incident 
response framework

1: Ingest cloud events into 
SIEM/SOAR for SOC

5: Implement hardened 
golden pipelines to reduce 
drift

3: Implement policies in a 
limited number of pipelines

1: Developer ownership of 
apps and infrastructure 
known or partially known



Best practice: prepare your cloud for a breach
Mature your Incident Response Readiness

• Continuously evaluate your visibility to 

ensure you eliminate all gaps

• Prioritize and collect the telemetry you 

need to analyze – both runtime and logs

Be ready with Forensics and 

Response Playbooks

• Ensure you’re ready to capture 

forensic data quickly – and 

don’t chase to get access to 

images during a crisis

• Create response playbooks for 

each type of cloud threat



Best practice: broaden your cloud-native visibility and 
detection coverage
Align on a unified schema for all cloud data

• Centralize telemetry in a single data store 

for analytics, detection and investigation

Runtime

Data Plane

CSP Control Plane

K8s Control Plane

VCS & CI/CD

IdPs

Implement cross-layer detection

• Correlate signals for detection 

across the identity, data, network, 

compute, and control planes

• Contextualize to reduce noise



Best practice: empower your SOC with cloud expertise  
and broad context

Level-up your cloud-native threat 

investigation and response skillset

• Build the skills on your team needed 

to triage and investigate cloud threats

• Bring context from across cloud, 

identity and dev



Best practice: fix at the root and drive resilience

Collaborate with dev to respond faster

• Effectively collaborate with cloud 

security and developers to remediate 

issues

Drive resilience

• Every incident is an opportunity 

to become more resilient, fixing 

root cause issues



Code Security

Same scanners, same policy 
framework across the SDLC

Build securely by design with 
Guardrails

Protect the supply chain

Complete visibility + inventory

High-fidelity risk alerts

Remediation flows

Contextual remediation guidance

Security Posture

Cloud security as an organization-wide tool to democratize

Proactive

Reactive

Serverless 
scans

Registry 
scans

Snapshot 
scans

Kubernetes 
API scans

Cloud API 
scans

Data scans

Comprehensive risk 
assessment and attack 

path analysis

CDR

High-fidelity threat alerts

Response flows

Investigation flows

Forensics+ evidence collection

A
utom

ation

Dev Team A

Dev Team B

AI Team C

C
entralized

 SIEM
/SO

A
R

Cyber Defense 
Team

Inventory 
Security 
Graph

Cloud Audit Logs

Kubernetes Logs

Wiz Runtime Sensor

3rd Party (EDRs, 
GuardDuty, Defender)

Enrich events with 
cloud context for 
threat detection

Antifragile feedback loop: Root cause analysis across code 

Antifragile feedback loop: Root cause analysis across code 

Continuous hardening in the SDLC

Cloud Context

Democratization




